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Introduction

The secondary structure of proteins is defined to a large
extent by a network of hydrogen bonds between the back-
bone amide groups (-C(O)-N-H···O=C),[1] however, other

non-covalent interactions also play a structural role. Steiner
and Koellner[2] have stressed the importance of the X-H···p
H-bonds (X=N, O, S) in the stabilisation of termini of heli-
ces, ends and edges of strands, B-bulges and turns. These
structural motifs include H-bonds from peptide N-H groups,
that is, N-H···p H-bonds, which are known to be formed
quite frequently.[2–6] Amide–aromatic interactions have been
the subject of a number of theoretical and experimental
studies, both in aqueous solution[7,8] and in the gas phase.[9]

N-H···p H-bonds in proteins have been modelled typically
by much simpler systems, such as isolated ammonia–ben-
zene,[10,11] formamide–benzene,[12–14] N-methylformamide–
benzene[12,15] and N-methylacetamide[12] molecular com-
plexes. In essence, these studies focused on the calculation
of the stabilisation energies of these complexes by means of
density functional theory (DFT) and/or wave-function
theory (WFT) methods. These calculations provided an esti-
mation of the strength of the hypothetical analogue interac-
tion in proteins. In the model systems the orientation of the
amide moiety relative to the benzene ring depends primarily
on the electrostatic force and is also affected by dispersion
and electrostatic interactions (e.g., dipole(NH)–quadrupole-
ACHTUNGTRENNUNG(benzene)).
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Although very valuable, these prototype systems do not
model accurately the N-H···p interactions occurring in pro-
teins. Geometries in the simpler models are quite unrealistic
because the interacting monomers adopt an optimal geome-
try minimising the energy of the given complex with no hint
of any of the geometrical restrictions present in proteins:
Firstly, it is well known that the orientation of the peptide
bonds (modelled by the free ammonia, formamide, N-meth-
ylformamide or N-methylacetamide) depends on the values
of the f and y backbone dihedral angles, as defined in
Ramachandran plots. Secondly, the nitrogen of the amide
groups tends to adopt the orientation in which it achieves its
maximal hydrogen-binding capacity, forming additional H-
bonds.[8,16–18] This geometrical arrangement can work against
the nitrogenBs optimal interaction with the aromatic side
chain, as modelled by a free benzene in the prototype sys-
tems, but known to be mainly constrained to the gauche+

(g+), gauche� (g�) or trans(a) orientations in proteins. In
peptides or proteins the nature of the backbone–aromatic
side-chain interaction is quite delicate. Studies performed
on model systems so far suggest that a subtle modification
in the geometry of the system can result in significantly dif-
ferent forces. Therefore, we wish to investigate to what
extent conclusions drawn from the model systems can be ex-
trapolated to real geometries of isolated peptides.

To this end we studied the glycyl-phenylalanyl-alanine
(GFA) tripeptide. In order to work with real gas-phase
structures we proceeded as follows: First, we scanned the
potential-energy surface (PES) by means of the tight-bind-
ing DFT method covering the London dispersion energy
(DF-TB-D) (see Computational Details and Methods sec-
tion) finding all the existing minima in the PES. This is a
critical step and the use of a DFT-D based procedure in the
first screening of the PES is essential. If an empirical force
field is applied instead of an “accurate” DFT method, inac-
curate structures result. This is mainly because the DFT-D
procedure is free of problems with the definition of atomic
charges and properly covers the dispersion energy. Second,
we recalculated the most stable conformers using both DFT
and WFT methods. In the next step, the thermodynamic
characteristics were determined on the basis of standard
statistical thermodynamic calculations based on the rigid
rotor-harmonic oscillator-ideal gas (RR-HO-IG) approxima-
tion. This is another critical step and here again a proper
evaluation of the free-energy surface (FES) is essential. The
harmonic approach and/or empirically based calculations
are to some extent questionable. The thermodynamic char-
acteristics are determined mainly from low-frequency modes
and anharmonic effects are for these modes critical. For this
reason we also scanned the FES using metadynamics,[19,20] a
free-energy modelling technique effectively covering anhar-
monic effects, which is used here for the first time in combi-
nation with tight-binding DFT-D. The approximate DFT-D
method is thus used systematically in evaluating the PES
and FES. Next, we predicted which structures should be ob-
served experimentally and verified this by comparing the
theoretical frequencies with experimental gas-phase infrared

(IR) spectra. Finally, we studied the conformational prefer-
ences of the peptide backbone and the nature of the back-
bone–aromatic side-chain interaction in the GFA tripeptide.
This constitutes, to our knowledge, the first study of the
nature of backbone–aromatic side-chain interactions per-
formed on the basis of real gas-phase peptide structures and
an ab initio quantum chemical methodology.

At the same time, we take advantage of this system to
continue assessment of the performance of the DFT-D
method (density functional theory augmented with an em-
pirical dispersion term)[21] in the study of isolated small pep-
tides, which we began in earlier work for the tryptophyl-gly-
cine (Trp-Gly) and tryptophyl-glycyl-glycine (Trp-Gly-Gly)
peptides.[22] We have extended our former database of 30
different peptide conformers by another 16 structures, for
which we have compared the DFT-D electronic relative en-
ergies and geometries with CCSD(T)/CBS energies and RI-
MP2/cc-pVTZ geometries, respectively. These results will be
further included in an extensive benchmark database of ac-
curate relative energies and geometries of isolated small
peptides that we are currently preparing. Furthermore, we
verified our prediction of the most stable conformers on the
DFT-D FES against the experimental results. Additionally,
we assessed the newly developed M06-2X functional partic-
ularly developed to cover the London dispersion energy.[23]

Assessing the DFT-D (or any other) methodology or new
functional is of particular relevance in the quantum chemi-
cal calculation of the structure and properties of isolated
peptides, particularly those containing at least one aromatic
side chain. A vast majority of the functionals used for the
DFT calculations fails for the study of systems in which the
dispersion energy is an important component of the stabili-
sation energy,[24–26] and the MP2 method (even with the reso-
lution of identity approximation) is already at the edge of
its computational-time applicability for a tripeptide. Thus,
even when accurate, the study by means of WFT methods
becomes very tedious as the size of the systems increases.
Additionally, MP2 relative energies of any peptide suffer
from the intramolecular basis-set superposition error,[27–29]

whereas this error is negligible if DFT methodologies are
used.[30]

Experimental Section

The experimental setup has been described elsewhere.[31] We obtained
GFA from Sigma–Aldrich and used it without further purification. In
brief, we prepared samples by applying the neat compound to the surface
of a graphite substrate. To bring the molecules into the gas phase, we em-
ployed laser desorption using a Nd/YAG laser operating at its fundamen-
tal wavelength (1064 nm). The laser was attenuated to 1 mJ cm�2 and fo-
cused to a spot of approximately 0.5 mm diameter within 2 mm in front
of a pulsed nozzle. We translated the sample in order to expose fresh
sample to successive laser shots. The nozzle consisted of a pulsed valve
with a nozzle diameter of 1 mm and a backing pressure of 5 atm of argon
drive gas.

To obtain a resonant two-photon ionisation (R2PI) spectrum we used a
frequency-doubled dye laser and detected the photo-ions in a time-of-
flight mass spectrometer. By monitoring specific mass peaks while vary-
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ing the two-photon ionisation wavelength we obtained mass-selected ex-
citation spectra. We performed double resonance spectroscopy by apply-
ing two successive laser pulses separated by a delay of about 200 ns. As a
result of this delay we obtained two peaks in the time-of-flight spectrum
that could be monitored individually. The first laser pulse serves as an in-
tense “burn” laser, and is scanned over the desired wavelength region,
whereas the delayed laser is used as the “probe” laser, and is fixed on
one resonance. The burn laser depletes the ground state and when both
lasers are tuned to a resonance of the same conformer, this causes a de-
crease in the signal of the probe laser. To obtain IR spectra for each con-
former we used IR–UV double resonance spectroscopy by employing an
IR laser as the burn laser.[32, 34] For this purpose we used an OPO system
(LaserVision) pumped by a Nd:YAG laser. The output of the OPO
system was 8 mJ/pulse and the bandwidth was 3 cm�1.

Computational Details and Methods

Molecular dynamics/quenching (MD/Q) technique : We used the MD/Q
technique, described elsewhere,[35] to scan the PES of the GFA tripeptide,
employing the self-consistent charge density functional tight-binding
method extended by an empirical dispersion term (SCC-DF-TB-D).[36]

Typically, the MD/Q technique is confirmed with an empirical potential.
However, in our previous paper[37] we showed that the PES determined
with the AMBER potential differs substantially from that evaluated by
the SCC-DF-TB-D method. The SCC-DF-TB-D method is based formal-
ly on DFT theory because the equations applied are derived from a
second-order expansion of the DFT total-energy functional with respect
to charge-density fluctuations about a given reference density. We added
explicitly an empirical dispersion term to cover the London-type disper-
sion energy not otherwise included in the parameterisation of the model.
We have already demonstrated the SCC-DF-TB-D method to be efficient
for the screening of the PES of isolated small peptides containing aro-
matic rings. After scanning the conformational landscape, we sorted all
the conformers on the basis of the SCC-DF-TB-D energies and geome-
tries. This procedure reduced the initial set of energy-minimised struc-
tures to a set of geometrically distinct structures corresponding to all the
existing minima in the PES.

Ab initio quantum chemical calculations : The lowest-energy minima
(within a relative energy of �3.5 kcal mol�1) obtained from the MD/Q
calculations were optimised at the RI[38, 39]-MP2/cc-pVDZ[40] level of
theory (Figure 1). Next, the lowest-energy conformers from this set
(within a relative energy of �2 kcal mol�1) were again recalculated at the
RI-MP2/cc-pVTZ level of theory. The MP2/cc-pVTZ calculations are

known to provide rather accurate geometries of molecular clusters and
we believe that the same will be true for the peptides investigated here.
However, reliable geometries obtained at this level are obtained through
a compensation of errors; the effect of improving the basis set at the
MP2 level is compensated by the neglected higher-order correlation ef-
fects. We performed RI-MP2/cc-pVQZ[40]//RI-MP2/cc-pVTZ single-point
calculations on these geometries and used the extrapolation scheme of
Helgaker and co-workers[41] in order to obtain complete basis set (CBS)
limit energies (MP2CBS). Additionally, we added higher-order contribu-
tions to the correlation energy beyond the second perturbation order, the
MP2CBS energies, by calculating the difference between CCSD(T) and
MP2 relative energies (CCSD(T)-MP2) determined with the 6-31G*
(0.25) basis set. This correction term is known to be essentially independ-
ent of the basis-set size, contrary to the MP2 and CCSD(T) energies
themselves.[42] We computed theoretical IR spectra only for the conform-
ers calculated at the highest level of theory, that is, CCSD(T)/CBS. We
employed scaled harmonic frequencies for the calculation of zero-point
vibrational energies (ZPVE), enthalpies, entropies and Gibbs energies
(T=300 K) in the context of RR-HO-IG approximation. The scaling fac-
tors[43] employed were 0.958, 0.951 and 0.956 for the NHind, NHpep and
OH frequencies, respectively. The latter was also used for all the mid-IR
bands.

Resolution of identity density functional theory augmented with an em-
pirical dispersion term (RI-DFT-D): The idea behind this method[21] is
conceptually straightforward: the DFT theory is improved by adding an
empirical term describing the dispersion energy, while maintaining practi-
cally the same CPU time requirements. Augmenting the DFT energy by
dispersion is not a new concept and it was used for the first time in our
previous[36] paper in which we combined tight-binding DFT energy with
empirical London dispersion energy. A van der Waals correction to DFT
theory was also developed by Grimme.[44–46] Essentially, in the RI-DFT-D
method, the London dispersion energy is included by a damped pair po-
tential that has been parameterised against CCSD(T)/CBS results for
model complexes containing important non-covalent binding motifs. We
performed all the calculations using the TPSS[47] functional, which gives
results comparable to those of the B3 LYP[48] hybrid functional, but at a
lower computational cost. We used the Pople 6-311++G ACHTUNGTRENNUNG(3df,3pd)[49] (ab-
breviated as LP in this paper) for the geometry optimisations and fre-
quency calculations. We tested the performance of this procedure for a
set of 22 non-covalent complexes containing H-bonded, dispersion-con-
trolled and mixed complexes, and the mean-averaged error (with respect
to accurate CCSD(T)/CBS values) was the lowest among various WFT
and DFT techniques, including the MP2/CBS ones. All the thermody-
namic properties presented here were calculated under the assumption of
the RR-HO-IG approximation. We applied scaling factors of 0.984, 0.976

and 0.988[22] for the OH, NHind and
NHpep frequencies, respectively, with a
universal scaling factor of 0.984 for
the remaining vibrational modes.

M06-2X functional : We used the M06-
2X functional of Truhlar[23] in combi-
nation with 6-311+G ACHTUNGTRENNUNG(2df,2pd)[49] basis
sets for geometry optimisations and
single-point energy calculations, re-
spectively. The M06-2X functional be-
longs to a new generation of hybrid
meta-generalised-gradient-approxima-
tion exchange-correlation functionals
that include an accurate treatment of
the London dispersion energy. The
method performs very well for predict-
ing non-covalent interactions.

Metadynamics : Metadynamics[19, 20] is a
recently introduced free-energy mod-
elling technique. In metadynamics, a
system is simulated by a standard mo-
lecular-dynamics simulation to which a
history-depended bias potential is

Figure 1. Strategy of calculation used for a) scanning the PES of GFA tripeptide; b) localisation of the most
stable minima in it and c) calculation of the thermodynamic properties.
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added. This bias potential continuously floods free-energy basins and
thus enhances sampling of configurational space by disfavouring previ-
ously explored regions. Moreover, after flooding all basins, this bias po-
tential approximates a free-energy surface of the system. A free-energy
surface calculated by metadynamics is a function of a limited number of
collective variables (typically two). Collective variables are geometric pa-

rameters that are selected to deter-
mine progress of the studied process.
The pair of collective variables used in
this study were a conformational
change and intramolecular hydrogen-
bond formations, specifically the Ram-
achandran f angle of the alanine resi-
due and the distance, d, between the
hydrogen atom of the carboxyl termi-
nal group and the oxygen atom of resi-
due i+1 (Figure 2).

We performed metadynamics in its direct formulation[50] both at the
SCC-DF-TB-D level of theory and using an empirical force field
(AMBER 99).[51] For the latter, two sets of RESP (restricted electrostatic
potential fit) charges served as partial atomic charges. The HF/6-31G*
RESP charges are the default choice for this force field, but are known
to be more suitable for the condensed-phase calculations, and the
B3 LYP/cc-pVTZ charges provide a more realistic description of isolated
molecules. A more detailed discussion about the atomic charges can be
found in the Results and Discussion section. AMBER runs comprised
five million steps (5 ns). After every 500 steps (0.5 ps) we added a Gaus-
sian hill of 0.05 kcal mol�1 height and a weight defined by a dihedral
angle of 0.3 rad and a distance of 0.6 R. The metadynamics run at SCC-
DF-TB-D level comprised 600,000 steps (600 ps). In this case, after every
100 steps (0.1 ps) a Gaussian hill was added. This Gaussian hill was
0.1 kcal mol�1 in height from 0 to 500 ps and 0.05 kcal mol�1 in height
from 500 to 600 ps. The widths of these hills were the same as for meta-
dynamics using the AMBER force field.

Symmetry-adapted perturbation theory combined with DFT (DFT-
SAPT): This work represents the first analysis of the nature of the pep-
tide backbone–aromatic side-chain intramolecular interaction by means
of the symmetry-adapted perturbation theory combined with DFT and
implemented using density fitting (DF-DFT-SAPT).[52–57] For this purpose
we modelled the isolated peptide by the complex resulting from the split-
ting of the peptide into the backbone and aromatic side-chain interacting
fragments (Figure 3). We added hydrogen atoms a posteriori and for the
sake of simplicity we later reduced the peptide backbone to the fragment
likely interacting with the aromatic side chain (Figure 3). The conforma-
tion and spatial arrangements of the resulting complexes were identical
to those obtained at the RI-MP2/cc-pVTZ level of theory for the given
isolated peptide conformer.

At the present time, DF-DFT-SAPT is the only methodology providing
physically meaningful information about the nature of the intermolecular
interaction of molecular systems with up to several dozens of atoms. The
reason is that the SAPT intersystem[58] treatment is combined with a
DFT description of the subsystems allowing for the study of large mole-
cules. Furthermore, its implementation using the density fitting of two
electron objects[56] drastically reduces the cost of the conventional DFT-
SAPT method. In DF-DFT-SAPT, the intermolecular interaction energy
is composed of the sum of the first-order electrostatic (Eel

(1)) and ex-
change–repulsion (Eexch

(1)) contributions, and the second-order induction
(Eind

(2)), exchange–induction (Eexch–ind
(2)) and dispersion (Edisp

(2)). Induc-
tion, exchange–induction and charge-transfer effects of higher than
second order in the intermolecular perturbation operator are estimated
from supermolecular Hartree–Fock calculations and denoted as d(HF).[52]

The computational details of the DF-DFT-SAPT calculations performed
here are analogous to those described by Jansen et al.[55]

Codes : We determined energies, geometries, harmonic vibrational fre-
quencies and thermodynamic characteristics with RI-MP2 and RI-DFT-D
(in our own implementation) methods using the TURBOMOLE 5.8 pro-
gram package.[59] We performed CCSD(T) and DF-DFT-SAPT calcula-
tions with the MOLPRO 2002.1 program[60] and MD/Q simulations with

Figure 2. Definition of the col-
lective variables for the meta-
dynamics study.

Figure 3. Intermolecular complexes modelling backbone–aromatic side-chain interactions in the GFA conformers. All distances are given in R. The dif-
ferent components of the interaction energy of representative structures are illustrated in the bar diagram.
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the DFTB + program.[61] Additionally, we used our own scripts for the
selection of the geometrically distinct structures. For the metadynamic
calculations with the AMBER force field we used the GROMACS pack-
age[62] with a metadynamics extension,[50] whereas for the SCC-DF-TB-D
metadynamics run we used our own MD code interfaced to DFTB + pro-
gram[61] performing the energy and gradient calculations. For the latter
case we implemented metadynamics[50] in a formulation identical to the
one used in GROMACS.[62] The DFT calculations using the recently in-
troduced M06-2X functional employed QChem 3.1.[23, 63]

Results and Discussion

Localisation of conformers coexisting in the gas phase : MD
simulations using empirical force fields, for example,
AMBER, are typically used for the study of multiconforma-
tional systems such as peptides. However, atomic charges of
a flexible molecule may vary significantly from one confor-
mation to another, which consequently affects the final re-
sults. Therefore, in order to assess the applicability of the
AMBER force field for the study of peptides, we calculated
the RESP atomic charges for six geometrically distinct con-
formers out of the 15 most stable conformers in the PES de-
termined at the B3 LYP/cc-pVTZ and HF/6-31G* levels of
theory (Supporting Information Tables S1 and S2). The first
technique (DFT) is used when accurate charges for gas-
phase simulations are to be determined, and the second
technique (HF) is applied for simulations in the water envi-
ronment.

Tables S1 and S2 in the Supporting Information reveal a
very large dispersion of atomic charges for single conform-
ers. The largest dispersion concerns internal carbon and ni-
trogen atoms where single conformer charges differ by more
than 100 % (e.g., C2 in Table S1). However, charges at vici-
nal hydrogen atoms differ dramatically as well. For example,
charges on H1 (Table S1) in various structures vary by
+13 % and �31 %. Evidently, introducing an average
charge brings some uncertainty that results in incorrect
structural predictions when an empirical potential is used.
On the other hand, this finding supports the use of an ab
initio procedure for scanning the PES. Such a procedure re-
duces the uncertainty because the charges are calculated for
each structural arrangement.

Consequently, we investigated the PES of the GFA tri-
peptide by using the calculation strategy shown in Figure 1,
namely: implementing MD/Q[35] simulations using tight-
binding DFT-D theory[36] followed by accurate quantum
chemical calculations. In our previous paper we used a less
sophisticated strategy.[37] The present procedure allows us to
localise all the existing minima in the PES, the most stable
of which are further recalculated at different ab initio levels
of theory. Thus, the quality of this step clearly affects the
quality of all subsequent steps. The number of calculated
conformers decreases as the level of theory increases. The
outcome of this sequence of calculations is a set of conform-
ers, in which we may expect to include the ones detected ex-
perimentally in the gas phase (Figure 4).

Structural analysis : Figure 4 displays all conformers within a
relative energy interval less than 2 kcal mol�1 and ordered
according to the Gibbs energy scale (T=300 K). The rea-
sons why the relative energy interval is based on Gibbs
energy scale and not potential-energy scale are discussed
below. Before going into a more detailed analysis of the
structural features of the GFA conformers, we would like to
point out that the averaged root-mean-square deviations
(RMSDs) between the RI-MP2/cc-pVTZ and RI-DFT-D/
TPSS/LP geometries is only 0.11 R. This demonstrates that
the two methods provide almost identical geometries and re-
inforces the efficacy of the RI-DFT-D method as an ade-
quate tool for the study of larger peptides.[22]

The structures shown in Figure 4 can be grouped in differ-
ent families of conformers, labelled according to the Rama-
chandran terminology[1] as bL (structures 1, 3, 4, 5, 9 and 10)
and g (structures 6, 7, 8, 11, 12, 15 and 16), because they re-
semble the b-strands and g-turns encountered in proteins.[64]

There are still two additional families, designated as 311

(structure 2) and g-311 (structures 13 and 14). The main
structural difference among the families concerns the back-
bone conformations. In the b strand-like (bL) structures the
peptide backbone is fully extended, favouring the C=O[i+

1]···HN[i+ 1] interaction (referred to as C5 conformation; see
Figure 5), whereas in the g-structures the C=O[i]···HN[i+2] in-
teraction is formed by a seven-atom ring (referred to as C7

conformation; see Figure 5) involving the three amino acid
residues of the peptide. The g-311 family shows common
structural features (local backbone/backbone interactions)
with both the g and 311 families, the latter describing a pep-
tide-backbone conformation in which the -CO2H and -NH2

terminal groups form an intramolecular H-bond (HOC=

O···HNH) so that the three residues are joined in an eleven-
atom ring (C11 conformation in Figure 5). The existence of
this intramolecular interaction has been reported in pro-
teins[65] and has also been observed for our previously stud-
ied tripeptides Phe-Gly-Gly[37] and Trp-Gly-Gly.[43] To better
characterise the structures in Figure 4 the f and y dihedral
angles are given in Table S3.

In the bL structures the aromatic side chain is systemati-
cally oriented towards the -COOH terminus, whereas in the
g structures it is systematically oriented towards the -NH2

terminus. Notice as well that in the g structures, the -NH2

terminus prefers the orientation in which the lone-pair elec-
trons of the nitrogen atom are pointing towards the -NH
moiety of residue i+1, which itself points towards the aro-
matic side chain, consequently favouring the establishment
of a network of weak intramolecular interactions (for exam-
ple, C7 conformation in Figure 5). In the g family, the aro-
matic side chain could never be oriented towards the
-COOH terminus because the oxygen atoms of residues i+ 1
and i+2, and the p cloud will strongly repel each other.
There is no bL structure in which the aromatic ring is orient-
ed towards the -NH2 terminus. The reason for this absence
is clear from the structures GFA_01 and GFA_06 in
Figure 4: when the aromatic side chain is oriented towards
the -NH2 terminus, the extended peptide backbone of the bL
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structure (e.g., GFA_01) folds into a g conformation (e.g.,
GFA_06). It is not clear whether the peptide-backbone con-
formation determines the orientation of the aromatic side
chain or whether, conversely, the aromatic side chain indu-
ces the different folded backbone conformations. However,
the NHACHTUNGTRENNUNG(i+2)-aromatic side-chain interaction in combination
with successive C5 (Figure 5) appears characteristic for the
existence of bL peptide-backbone conformations.

There is also an alternative classification of the conform-
ers based on the existence of an (C=O)OH···O=C intramo-
lecular H-bond between the hydrogen of the terminal car-
boxyl group and the backbone CO of residue (i+ 1) (e.g., C7

conformation in Figure 5). According to this classification,
two families of structures exist, designated as CO2Hbonded for
all the g structures and two bL (GFA_09,10) and as CO2Hfree

for the remaining structures. Such intramolecular interaction

is interesting for various rea-
sons. To start with, it is respon-
sible for the folding of the
backbone into a C7 conforma-
tion suggesting the possible ap-
pearance of consecutive g-turns
if the peptide backbone would
be extended by additional resi-
dues (Figure 5). The existence
of multiple g-turns in a peptide

backbone has been addressed in the literature.[66,67] More in-
terestingly and analogous to the case of Phe-Gly-Gly,[37] Trp-
Gly[43, 68,69] and Trp-Gly-Gly,[43,68,69] we observed none of the
predicted CO2Hbonded structures experimentally. This quite
intriguing observation motivated us to review our calcula-
tions on the free-energy surface. This normally forms the
least reliable step of the theoretical procedure because usu-
ally free-energy calculations are based on the RR-HO-IG
approximation, which limits the level of the entire theoreti-
cal procedure. However, in the present paper we employed
the metadynamics procedure based on tight-binding DFT-D,
which goes beyond the harmonic approximation.

Stability of the conformers : According to the H-bond pat-
tern presented by the conformers shown in Figure 4, one
would expect that the g structures will be followed in stabili-

Figure 4. RI-MP2/cc-pVTZ geometries for the 16 most stable structures of Gly-Phe-Ala tripeptide. The stability of the individual conformers decreases
from left to right. The structural family to which each conformer belongs is included in the upper left corner.

Figure 5. Nomenclature definition.
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ty by the bL CO2Hbonded, the g-311, 311 and bL CO2Hfree struc-
tures because the higher number of H-bonds would be ex-
pected to correlate with more stable structures. This hypoth-
esis is confirmed by the relative electronic energies obtained
at the RI-DFT-D/TPSS/LP level of theory (column 8 in
Table 1) and also verified against CCSD(T)/CBS benchmark
data (column 2 in Table 1), having an averaged mean un-
signed error of the RI-DFT-D with respect to CCSD(T) rel-
ative energies of 1.26 kcal mol�1. The absolute values of the
relative energies at these two levels of theory are somewhat
different, however, the trends are the same. Firstly and sig-
nificantly, both methods predict the same global minimum
structure (GFA_15). Secondly, both predict CO2Hbonded

structures to be more stable than CO2Hfree conformers. Fur-
thermore, the ordering of structures within the CO2Hbonded

family at the RI-DFT-D/TPSS/LP level of theory matches
quite well, except for the GFA_16 conformer, with that of
the benchmark data. The CO2Hfree subfamily exhibits larger
discrepancies, although both methods agree in predicting
the structures with a folded backbone (e.g., GFA_02) to be
more stable than those with an extended one (e.g.,
GFA_01).

Column 6 in Table 1 lists the single-point energies ob-
tained at the M06-2X/6-311+GACHTUNGTRENNUNG(2df,2dp)//RI-MP2/cc-pVTZ
level of theory. A first conclusion that can be drawn from
these data is that the global minimum at the DFT level of
theory, that is, GFA_16 (column 6, Table 1) is not the same
as the global minimum predicted at the benchmark level of
theory, namely GFA_15 (column 2, Table 1). The difference
in energy between GFA_16 (global DFT minimum) and
GFA_15 (benchmark data minimum) structures at the M06-
2X/6-311+GACHTUNGTRENNUNG(2df,2dp) level is 1.54 kcal mol�1. There is also
disagreement in the order of structures in the two sets. Ac-
cording to the benchmark data calculations the CO2Hbonded

family of structures is more stable than the CO2Hfree family.
In the case of the M06-2X functional, this order is not that
well established and structures from different families are
interspersed. Furthermore, GFA_01, the least stable confor-
mer in the benchmark database, is in the sixth position in
the ranking of energies calculated using the M06-2X func-
tional. The same situation occurs for structures GFA_10 and
GFA_11, occupying the third and sixth positions at the
benchmark level, respectively (column 2 of Table 1), and
being the two least stable structures in the DFT scale
(column 6 in Table 1).

The level of calculations performed is very high and we
can thus be confident about the quality of the PES obtained.
This means that the lowest-energy structures should co-exist
and should thus be detected experimentally at very low tem-
peratures (the calculations correspond to 0 K). At very low
temperatures the entropy term in the expression for the
Gibbs energy is small and can be neglected against the en-
thalpy (energy) term. However, the spectroscopic measure-
ments are done on a distribution of structures established
right after the peptide is laser desorbed, implying that free
energy and not enthalpy (energy) will be controlling the
final relative population of these structures. With this as-
sumption, the final selection of conformers should be based
on Gibbs energies (T=300 K) instead of electronic energies.
In other words, zero-point vibrational energies (ZPVE),
thermal corrections to the enthalpy and entropies should be
taken into account in the calculation of the relative stabili-
ties of the conformers. The population in the beam is not
known, however, one possible assumption is that the popu-
lation distribution, originated before the expansion takes
place, is preserved to a large extent during the relatively fast
supersonic cooling.[70] In other words, although the cooling is
a non-equilibrium process, the final conformations may still

Table 1. Relative energies (DE), enthalpies (DH0) and Gibbs energies (DG) [kcal mol�1] calculated at different levels of theory for the most stable con-
formers of GFA tripeptide. Structures are ordered according to DG. Labelling is according to Figure 4. The relative population (Pop) of conformers ac-
cording to a Maxwell–Boltzmann distribution at T=300 K is also included. Scaled frequencies have been considered for the calculation of the thermody-
namical properties.

CCSD(T)/CBS DE[M06-2X/ RI-DFT-D/TPSS/LP
Structure DE[a] DH0

[b] DG Pop 6-311+ G(2 df,2dp)[c]] Structure DE DH0
[d] DG Pop

GFA_01 [bL(a)] 2.14 0.00 0.00 1000 0.83 GFA_04 [bL(a)] 4.00 0.00 0.00 1000
GFA_02 [311] 1.70 0.26 0.06 916 0.95 GFA_05 [bL(a)] 4.08 0.08 0.35 554
GFA_03 [bL(a)] 2.02 0.01 0.07 894 0.95 GFA_03 [bL(a)] 3.53 0.04 0.52 419
GFA_04 [bL(a)] 1.72 0.18 0.54 409 1.33 GFA_02 [311] 2.90 0.16 0.53 414
GFA_05 [bL(a)] 1.80 0.18 0.69 317 1.28 GFA_01 [bL(a)] 3.65 0.07 0.68 319
GFA_06 [gL(g�)] 0.93 0.28 1.25 125 0.58 GFA_06 [gL(g�)] 1.81 0.02 1.58 70
GFA_07 [gL(g�)] 0.41 0.3 1.27 122 1.26 GFA_09 [bL(a)] 1.31 0.16 1.74 54
GFA_08 [gL(g+)] 0.97 0.35 1.47 88 0.68 GFA_10 [bL(a)] 1.19 0.14 1.75 53
GFA_09 [bL(a)] 0.52 0.2 1.61 69 2.00 GFA_07 [gL(g�)] 1.17 0.09 1.79 50
GFA_10 [bL(a)] 0.43 0.21 1.65 64 2.09 GFA_08 [gL(g+)] 1.89 0.10 1.96 37
GFA_11 [gL(g+)] 0.89 0.34 1.73 56 0.70 GFA_13 [gD(g�)311] 3.12 0.49 2.00 35
GFA_12 [gD(g�)] 0.54 0.46 1.83 48 0.76 GFA_14 [gL(a)311] 3.88 0.30 2.01 35
GFA_13 [gD(g�)311] 1.15 0.62 2.34 21 0.92 GFA_12 [gD(g�)] 0.70 0.32 2.24 23
GFA_14 [gL(a)311] 1.00 0.5 2.54 15 1.37 GFA_11 [gL(g+)] 1.79 0.12 2.35 19
GFA_15 [gL(g�)] 0.00 0.46 2.57 14 1.54 GFA_16 [gD(g�)] 0.71 0.49 3.39 3
GFA_16 [gD(g�)] 1.46 0.53 2.87 9 0.00 GFA_15 [gL(g�)] 0.00 0.68 3.67 2

[a] Total relative energy evaluated as a sum of CBS RI-MP2 relative energy and the difference between CCSD(T) and MP2 relative energies. [b] ZPVE
were calculated at RIMP2/cc-pVDZ level of theory. [c] Single-point energy calculations on RI-MP2/cc-pVTZ geometries. [d] ZPVE were calculated at
RI-DFT-D/TPSS/LP level of theory.

www.chemeurj.org J 2008 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Chem. Eur. J. 2008, 14, 4886 – 48984892

P. Hobza et al.

www.chemeurj.org


at least partly reflect the original thermodynamic distribu-
tion. In this simplified model we can roughly estimate the
populations according to a Maxwell–Boltzmann distribution.

Table 1 shows the thermodynamic functions DH0 and DG,
and populations at 300 K for the conformers studied. The in-
clusion of the ZPVE (i.e., passing from DE to DH0) reduces
the energy interval that is covered by these structures from
2.14 and 4.08 kcal mol�1 to 0.62 and 0.68 kcal mol�1 at the
CCSD(T)/CBS and RI-DFT-D/TPSS/LP levels of theory, re-
spectively. Furthermore, it significantly changes the order of
the structures. Unlike in the DE scale in which the
CO2Hbonded structures are the most stable ones, in the DH0

scale, the CO2Hfree structures are favoured (both at the
CCSD(T)/CBS and RI-DFT-D/TPSS/LP level of theory).

Neither the inclusion of the thermal correction to the en-
thalpy nor the inclusion of entropic contributions alters the
order of conformers any further and thus, the CO2Hfree

structures remain the most stable ones in the FES. Conform-
ers with a larger number of intramolecular H-bonds have a
higher relative order within the backbone conformation,
and as expected, are less affected by the entropic contribu-
tions. One effect of the inclusion of the entropic contribu-
tion is the increase in the energy differences between con-
formers, now lying within an interval of approximately
3 kcal mol�1 at both the CCSD(T)/CBS and RI-DFT-D/
TPSS/LP levels of theory (the mean unsigned error of the
relative Gibbs energies between the RI-DFT-D and
CCSD(T) method is 0.5 kcal mol�1). We have used these
Gibbs relative energies to calculate the relative population
of structures according to a Maxwell–Boltzmann distribution
at T=300 K (Table 1). In essence, five conformers
(GFA_01, 02, 03, 04 and 05) are entropically favoured (i.e. ,
have lower relative Gibbs energies) over the others, namely,
four bL and the 311 structures, or according to our second
structural classification, five out of the seven CO2Hfree struc-
tures.

Free-energy surface analysis by metadynamics : Gibbs ener-
gies and populations obtained from ab initio quantum chem-
ical calculations assuming a RR-HO-IG approximation are
only accurate to some extent. Indeed, a population analysis
based on MD is more robust, because it samples the whole
conformational space and goes beyond the harmonic ap-
proximation. However, the SCC-DF-TB-D trajectories ran
in this work are too short to provide reliable thermodynamic
data and as discussed above the use of empirical force fields
is not recommendable for the study of isolated small pep-
tides.

In order to overcome these limitations and to make sure
that the conformational landscape obtained by the combina-
tion of MD/Q simulations with high-level correlated ab
initio quantum chemical calculations including the RR-HO-
IG approximation for determining the thermodynamic char-
acteristics (MD/Q +QM) is correct, we employed the meta-
dynamics algorithm to independently explore the free-
energy surface of GFA tripeptide. Metadynamic calculations
yield two-dimensional free-energy surfaces from shorter

simulations than standard MD simulations. The reason is
that it allows controlled sampling of specific structural fea-
tures and thus, the simulation time needed is significantly re-
duced. For the present case, the two selected coordinates
(Figure 2) were chosen to distinguish between the CO2Hfree

and CO2Hbonded families. We performed three metadynamic
calculations. One at the SCC-DF-TB-D level of theory and
the remaining two using the AMBER force field with differ-
ent sets of RESP charges (HF/6-31G* and B3 LYP/cc-
pVTZ). We have pioneered the implementation of the
DFTB + code into metadynamics and this is the first report
of this kind of simulation applied to a peptide at this level
of theory. Furthermore, these calculations using the
AMBER force field in combination with metadynamics
serve the following two purposes: 1) analysis of the influ-
ence that the set of charges has in the AMBER results; and
2) comparison of the performance of the AMBER force
field against the tight-binding DFT-D method. Notice that
in all the simulations, numerous transitions between con-
formers were observed, which confirms the good sampling
of the FES. In each simulation, the flooding potential
reached a converged level at which the results were read.

Figure 6a visualises the SCC-DF-TB-D free-energy sur-
face as a map with isoenergetic contours. The minima found
from the MD/Q+ QM calculations are projected on top of
this map (white points) for the sake of comparison. Addi-
tionally, the free energies of the minima were averaged over
the converged part of the simulation and subsequently the
error (measured as 95 % confidence interval) was estimated
(Figure 6b). From the analysis of Figure 6a it can be con-
cluded that the two FESs, the one obtained by metadynam-
ics and the MD/Q+QM, are in good agreement. This find-
ing is of key importance because it indicates that anharmon-
ic effects are not playing a decisive role for the present con-
formers. In fact, in both free-energy surfaces the CO2Hfree

and CO2Hbonded families exist with comparable stability (see
below). Structures GFA_16 and GFA_14 have very different
f values (see Figure 2 for the definition of f) from those in
the other members of their corresponding families and con-
sequently, they appear in a different region of the contour
map. Notice as well that there is no minimum for structures
GFA_04, GFA_05 and GFA_13 on the map. However, this
is due to the resolution of the free-energy surface rather
than to failure of the method. Most importantly, the two in-
dependent methods of identifying the most stable conforma-
tions of the peptide at the free-energy surface give compara-
ble results.

Regarding the order of stabilities of the conformers, it
should be mentioned that one white point on the 2D surface
corresponds to more structures differing in other structural
motifs than those described by the coordinates selected for
metadynamics. For instance, structures GFA_06 and
GFA_09 (Figure 4) correspond to the CO2Hbonded family, but
GFA_06 is a g structure whereas GFA_09 is a bL structure.
The resulting free energy should be the thermodynamic
average of these structures. From the analysis of Figure 6b it
can be concluded that the best overall agreement with the
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quantum chemical Gibbs energies was achieved at the SCC-
DF-TB-D level of theory, although in our simulation it over-
estimates hydrogen bonding by about 3 kcal mol�1. This is in
contrast with the normal behaviour of SCC-DF-TB-D,
which tends to underestimate intersystem hydrogen
bonds.[71] This can be at least partially attributed to an arti-
fact of the simulation, because the preference of non-H-
bonded structures is possible within given error bars (Fig-
ure 6b).

Similar free-energy surfaces were evaluated using the
AMBER force field and two different sets of charges (HF/6-
31G* and B3 LYP/cc-pVTZ) for the sake of comparison.
The contour maps of these FES can be found in Figure S1
and the free energies of the minima are listed in Figure 6b.
From the data in Figure 6b, it is clear that the force field
using the B3 LYP/cc-pVTZ charges underestimates the hy-
drogen bonding, whereas using HF/6-31G* charges provides
the best description from the potentials we tested. More im-
portantly, AMBER results are strongly biased towards nega-
tive values of the dihedral angle f and thus, the procedure
cannot be recommended for the evaluation of thermody-
namic characteristics. A similar behaviour of the AMBER
ff99 is discussed in reference [72].

Comparison with the experiment : Figure 7 shows the
ground-state IR spectra measured for GFA tripeptide in the
3200–3700 cm�1 region. We obtained each of these IR–UV
hole-burning traces by setting the UV probe wavelength at
the origin of a different one of the four conformers in the
R2PI spectrum. Scaled theoretical spectra of the assigned
structures (see below) calculated using both RI-MP2 and
RI-DFT-D methods appear as well. Tables S4 and S5 list the
exact values of the calculated and experimental frequencies.
According to the experimental data, four different conform-

ers within the CO2Hfree family, characterised by a free OH
stretch frequency in the spectra, co-exist in the gas phase.
The theoretical data predict a larger number of structures
than the number we observe experimentally. The same phe-

Figure 6. a) Free-energy surface calculated using metadynamics at the SCC-DF-TB-D level of theory. Collective variables are described in the text. Free-
energy minima obtained using MD/Q +QM are illustrated as points labelled according to Figure 4. Distances are given in R and dihedral angle in 8.
b) Free energies (kcal mol�1) calculated using metadynamics combined with tight-binding DFT-D and AMBER empirical force field with either HF/6-
31G* (AMBER+ HF) or B3 LYP/cc-pVTZ (AMBER +DFT) set of charges. Labelling according to Figure 4. The energy scale corresponds to the quan-
tum chemical Gibbs energy (Table 1). CO2Hfree structures 1 to 3 were set as zero.

Figure 7. IR ground-state experimental spectra of the Gly-Phe-Ala tri-
peptide. Schematic scaled harmonic spectra at the RI-MP2/cc-pVDZ
(dark bars) and RI-DFT-D/TPSS/LP (light bars) levels of theory are also
included for comparison.
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nomenon has been reported previously for several other
peptides.[70,73, 74] This raises the question of how to reconcile
the more complicated conformational landscape predicted
theoretically with the apparently “simpler” conformational
picture derived experimentally.

One possible explanation is that the experimental data
could be incomplete, for which there could be several rea-
sons. Oscillator strengths or Frank–Condon factors for cer-
tain conformers might be too small to permit their measure-
ment. It is possible to miss conformations if their UV spec-
trum is shifted outside the experimental range. It is also pos-
sible to miss structures if their ionisation potential is more
than twice the photon energy used. However, it is not clear
why any of these conditions would apply selectively to any
of the calculated conformations. The same holds for the as-
sumption that collisional relaxation in the free jet expan-
sions selects specific conformers.

Another intriguing possibility of why we might not ob-
serve specific structures in our R2PI experiments is a short
excited-state lifetime. A sub-picosecond excited-state life-
time could preclude detection in our experiment, because
we employ two-photon ionisation with nanosecond laser
pulses. For nucleobases, a number of excited-state calcula-
tions suggest that rapid internal conversion (IC) can be
highly structure selective. Several groups have proposed
models in which IC takes place by means of conical intersec-
tions.[75–80] Whether or not these intersections have barriers
depends very sensitively on molecular structure, which can
lead to lifetimes that can differ by orders of magnitude be-
tween fairly similar structures. The failure to experimentally
observe selected tautomers and cluster structures appears to
be consistent with these models. One of several proposed IC
pathways involves ps* states with motion along an H-bond
NH coordinate. Sobolewski and Domcke recently proposed
that such excited-state dynamics can also occur in pep-
tides.[81] The predicted structures that go unobserved in our
experiment all involve an internal hydrogen bond of
CO2Hbonded. As previously reported, for the case of Phe-Gly-
Gly, Trp-Gly and Trp-Gly-Gly peptides, the structures con-
taining an (C=O)OH···O=C intramolecular H-bond were
not observed experimentally. We are currently undertaking
experiments to see if we can observe the “missing” struc-
tures by using femtosecond ionisation and by bypassing the
S1 state with single-photon ionisation.

Our theoretical calculations suggest the existence of four
different families in the PES (or FES): bL, 311, g and g-311,
two of which, bL and 311, are predicted to be entropically
favoured, that is to be more stable in the FES.

The bL family of structures : In a bL structure (Figure 4), the
peptide backbone is extended, so five IR lines should be ob-
served in the 3200–3700 cm�1 spectral region corresponding
to the carboxyl O�H stretch (OH), the amino NH2(S) sym-
metric, and NH2(A) antisymmetric stretches and the peptide
N�H stretch (NHpep) vibrations. Our conformational search
suggests the existence of four very stable structures within
the bL family (GFA_01, 03, 04, 05), which can themselves be

clustered into two subfamilies according to the orientation
of the -NH2 and CO2H terminal groups. However, the clas-
sification of these four structures is not fully straightforward
because it depends on the criteria of selection. On the one
hand, we could consider structures GFA_01 and GFA_03,
and consequently GFA_04 and GFA_05, to be members of
the same family showing different orientations of the -NH2

terminal group and similar orientation of the CO2H terminal
group. Alternatively, we could consider structures GFA_01
and GFA_05, and consequently GFA_03 and GFA_04, to be
members of the same family showing different orientations
of the CO2H terminal group and similar orientation of the
-NH2 terminal group. What seems to be clear is that there
are two bL subfamilies distinguishable in the spectroscopic
record, because two of the experimental spectra (spectra (1)
and (2) in Figure 7) nicely match those calculated for the
GFA_01, 03, 04 and 05 bL structures. We can not determine
whether the experimentally reported spectra result from the
contribution of one or two bL conformers and which of the
bL subfamilies is represented by which of the spectra.

The 311 family of structures : The assignment of the spectra
of the GFA_02 structure, representing the 311 family, is
more straightforward. From inspection of Figure 7 it can be
clearly seen that its scaled theoretical spectrum agrees well
with the experimental spectrum (3).

The g family of structures : We have observed in the struc-
tural analysis that all the g structures belong to the
CO2Hbonded family. Thus, all of these structures show a spec-
tral line in the 3200 cm�1 spectral region (Tables S3 and S4)
resulting from the involvement of the OH group in an intra-
molecular H-bond. Consequently, none match any of the ex-
perimental structures. The same is true for the GFA_09 and
10 bL structures.

After excluding structures GFA_06 to GFA_12, the spec-
trum of the next conformer in the Gibbs energy ranking is
GFA_13. The frequencies for this structure agree quite well
with spectrum (4) of Figure 7. Two observations should be
made here. First, GFA_13 belongs to a new family of con-
formers with a different conformational peptide backbone
than that for the bL and 311 families. Second, there is a
second member of the g-311 family (structure GFA_14)
which we do not observe experimentally (see Tables S4 and
S5 for its spectroscopic data), but which is equally populat-
ed to structure GFA_13.

Analysis of the nature of the peptide backbone–aromatic
side-chain interaction : Backbone–aromatic (Ar) side-chain
interactions affect the stability of peptide conformers in a
number of ways.[6,8,9,13,14, 16,66, 82] In general, it appears that for
isolated peptides containing aromatic side chains, bL struc-
tures with an Ar ACHTUNGTRENNUNG(i+1)–NH ACHTUNGTRENNUNG(i+2) interaction are more stable
than g structures with an Ar ACHTUNGTRENNUNG(i+1)–NH ACHTUNGTRENNUNG(i+1) interaction,
whereas the opposite is true for peptides without a residue
of aromatic character. This propensity has been beautifully
illustrated in the comparison of the N-Ac-Ala-NH2, N-Ac-
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Gly-NH2 and N-Ac-Phe-NH2 (NAPA)[9,82] related species.
Chin et al.[9] showed that these systems with capped end
groups adopt both g and bL(a) peptide-backbone conforma-
tions and that their relative stability (g structures more
stable than bL(a) or the other way around) depends on the
formation of a N-H ACHTUNGTRENNUNG(i+2)···p interaction. Additionally, for
the NAPA system, the authors described the different types
of intramolecular interactions formed within the molecule,
which they further characterised by orbital population and
Atoms-In-Molecules analysis. In these capped model pep-
tides, none of the intramolecular interactions involving un-
protected termini can occur, such as the HNH(i)–OCOH-
ACHTUNGTRENNUNG(i+2), which is prevalent in the GFA tripeptide with unpro-
tected end groups. Yet, the bL(a) backbone conformation is
the preferred structural motif both in the uncapped peptide
and in the capped model system.

In the C7 backbone conformation of the g structures as
well as the pseudo-C7 conformation of the 311 structure
(Figure 5) the -NH moiety of residue i+ 1 is pointing to-
wards the aromatic side chain. However, in the bL structures,
the NH moiety involved in the N-H···p interaction belongs
to residue i+2 (instead of residue i+1) and lies parallel to
the aromatic side chain. We wonder then if the nature of the
backbone–aromatic side-chain interaction is of the same
character for these two very different geometrical rearrange-
ments and which is the driving force, if any, of these interac-
tions. We modelled different representative conformations
by a peptide-backbone fragment–benzene intermolecular
complex (see Figure 3 and Computational Details and Meth-
ods section for a description of the models), and we per-
formed a qualitative analysis based on the importance of the
different components of the interaction energy provided by
DF-DFT-SAPT (Table S6). In the case of structure GFA_02,
we had to split the peptide-backbone fragment into two sub-
fragments in order to avoid an artificial repulsion between
the components originating from the proximity of the a pos-
teriori added hydrogen to the benzene ring.

The stick spectrum of Figure 3 shows that the dispersion
energy, Edisp

(2), is the largest attractive contribution to the in-
teraction energy. The importance of the electrostatic contri-
bution (Eel

(1)) varies slightly depending on the directionality
of the -NH moiety: The more pointing the -NH, the higher
the Eel

(1) component. This result is in agreement with the
conclusion by Tsuzuki et al.[11] for the benzene–ammonia
model system that the electrostatic force (dipole(NH)–
quadrupoleACHTUNGTRENNUNG(benzene)) dominates the directionality of the
NH···p interactions. Finally, the induction contribution
(Eind

(2)) plays a minor, though not negligible, role in the in-
teraction, and the repulsion energy, coming mainly from the
Eexch exchange contribution, has a significant influence on
the equilibrium of the forces. An overall conclusion that can
be obtained from the SAPT analysis is the importance of
the role played by the dispersion energy (Edisp

(2)) in the pep-
tide-backbone–aromatic side-chain interaction. This conclu-
sion supports our observation that the DFT methodology,
which does not cover the London dispersion energy, insuffi-
ciently describes peptides of aromatic character.

Conclusion

Localising the different conformations co-existing in the
gas-phase of a peptide requires exploration of the free-
energy surface of the system. Some of the conformers pre-
dicted by statistical thermodynamics and metadynamics cal-
culations to be most stable for the GFA tripeptide according
to Gibbs energies agree well with those observed experi-
mentally. However, there is an additional family reported
theoretically and not observed experimentally. One possible
explanation is a short excited-state lifetime in the structures
that we failed to observe experimentally.

A proper scan of the FES requires the use of a non-em-
pirical method. The AMBER empirical force field fails
mainly due to a large variety of atomic charges for individu-
al conformers. Furthermore, we can not fully disregard the
possibility of attributing the failure of AMBER to an inac-
curate fitting to the dihedral term during the force-field de-
velopment. The FES obtained by means of the combination
of MD/Q simulations using the tight-binding DFT-D
method with high-level correlated ab initio quantum chemi-
cal calculations followed by statistical thermodynamics RR-
HO-IG calculations is confirmed by the FES obtained inde-
pendently with the metadynamics calculations based on the
tight-binding DFT-D method. This proves both methodolo-
gies to be suitable for the study of isolated small peptides.

Metadynamics is a fast and convenient tool modelling the
free-energy surface of a peptide. However, in combination
with the AMBER force-field the method provides inaccu-
rate results originating in the failure of AMBER and not in
the metadynamics method itself. The use of metadynamics
in combination with tight-binding DFT-D is recommended.
The use of metadynamics demands a good knowledge of the
inherent behaviour of the system under study, because the
data obtained are largely dependent on the variables chosen
to scan the FES. Indeed, relevant structural information can
be hidden if the selection of variables is not appropriate.

For the electronic energies and geometries, the TPSS
functional augmented with a dispersion term (TPSS-D) pro-
vides reasonable results comparable with the benchmark
data at the CCSD(T)/CBS level of theory. However, in the
case of the M06-2X functional, the performance is not very
satisfactory, probably due to the inaccurate description of
the long-range interactions provided by the functional.

The most stable conformers of the GFA tripeptide can be
clustered into four families according to the conformational
preferences of the peptide backbone. The backbone ar-
rangement of two of these families resembles the b-strands
and g-turns encountered in analogue-capped peptides and in
proteins. bL structures are stabilised by successive C5 motifs
in combination with NHACHTUNGTRENNUNG(i+2)···aromatic side-chain interac-
tions, whereas the g structures are stabilised by C7 confor-
mations and an H-bond network involving the amino termi-
nal group, the NH ACHTUNGTRENNUNG(i+1) residue and the aromatic side chain.
As for the nature of the backbone/side-chain interactions,
the dispersion energy is proven to play a relevant role.
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We did not observe experimentally the predicted family
of g structures with hydrogen-bonded COOH terminal
groups, and we are further exploring the reasons for this in-
triguing discrepancy.
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